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Abstract In recent years, computational photochemistry has
achieved increasing consideration as a valid tool for the inves-
tigation of photochemical reaction mechanisms in organic
chromophores. A theoretical chemist can now adapt his/her
“instruments” to the subject under investigation, as every
other scientist does when there is a problem to study and
a methodology to be chosen. Thus, different computational
strategies and tools can now be operated like a virtual spec-
trometer to characterize the photoinduced molecular defor-
mation and reactivity of a given chromophore, so that a full
description of the reactive process (i.e. its reaction coordi-
nate) from energy absorption to photoproducts formation can
be achieved. Here we will review the basic concepts, the com-
putational strategy and the theoretical tools, which permit
this thorough description to be realized. Applications to the
biologically and technologically relevant problem of photo-
induced isomerizations in non-polar and highly polar con-
jugated polyenes will be shown, including also environment
effects. Recent advances in this area (namely external charge
effects) will be presented, together with new computational
approaches, which allow molecular systems of biological size
(e.g. the rhodopsin photoreceptors) to be investigated at an
unprecedented level of accuracy. This should open the way
to the accurate investigation of sizable systems in realistic
conditions, providing chemists with information that might
be used in molecular technology as a guideline for the design
of artificial photoswitchable devices and the control of their
photoinduced processes.

Keywords Conical intersection · CASSCF · CASPT2 ·
Ab initio · Photoisomerization

1 Introduction

The design and use of molecular devices behaving the way we
want them to react to a certain external signal (by displacing,

M. Garavelli
Dipartimento di Chimica, “G. Ciamician” dell’Università di Bologna,
Via Selmi 2, 40126 Bologna, Italy
E-mail: marco.garavelli@unibo.it

usually reversibly, one or more of their parts) represents a
challenging and promising task in molecular technology (or
else termed nanotechnology) [1]. Among the many molecular
devices, those systems characterized by reversible reactions
that can be photo-controlled are of a great interest. These
devices are operated by irradiating the molecule at the proper
wavelength required to trigger the photochemical process. In
general, the design of the right reagent allows for a direct
control of the reaction rate, efficiency and photostability even
when the interconversion between the two (or more) “states”
of the device needs to be repeated over a large number of
cycles [2–5]. It is apparent that the elucidation of the factors
regulating and controlling these reactions is imperative for
the rational design of photo-switchable molecular systems
that fit our needs (e.g. absorbing light of the proper wave-
length or reacting with the desired rate and quantum yields)
and for devising new photo-induced processes.

To achieve this goal, it is mandatory to know each detail of
the reaction mechanism: this motivates computational photo-
chemistry. In this review, we shall outline some of the recent
achievements in this area (partly due to our group), focus-
ing on minimum energy paths (MEP) [6] and the electronic
structures encountered along the way. The aim is to show
how a reliable computational investigation of the photochem-
istry of an organic chromophore can be achieved nowadays
through high-level ab initio quantum chemical computations
and ad hoc optimization tools. The purpose of this review,
eventually, is also to show the possibility for a theoretical
chemist to adapt his/her “instruments” (i.e. the method, the
approach, the level of accuracy) to the subject under inves-
tigation, as every other scientist does when there is a prob-
lem to study and a methodology to be chosen. Thus, different
computational strategies and tools can now be operated like a
virtual spectrometer to characterize the photoinduced molec-
ular deformation and reactivity of a given chromophore.

The computational approach used to accomplish this study
is to follow the course of the reaction induced by light, by
locating and characterizing the photochemical pathways (in
terms of MEP) pursued by the molecular system along the po-
tential energy surfaces (PES) of the photochemically relevant
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states, from the Franck Condon (FC) point on the spectroscopic
state to the decay to the ground state and to the photoproducts.
Such an approach has been named the photochemical reac-
tion path or, more briefly, pathway approach [7,8]. Within
this approach one pays attention to local properties of the po-
tential energy surfaces such as slopes, minima, saddle points,
barriers and crossings between states (see Sect. 2). The infor-
mation accessible with this method is structural, the calcu-
lated MEP referring strictly to the path traveled by a vibra-
tionally cold molecule that moves with infinitesimal kinetic
energy. This path obviously does not represent any “real” tra-
jectory followed by any “hot” molecule (for recent reviews
and papers on non-adiabatic reaction dynamics the reader is
encouraged to see [9–29]; a diabatic representation [30–36]
is often found more convenient in this case) still it supplies
essential information about the slopes, basins, barriers and
valleys experienced by the system during its motion. More-
over, it allows the rationalization of a series of experimental
data, e.g. excite-state lifetimes, nature of the photoproducts,
quantum yields, transient absorptions and emission bands
(spectra). This approach can be closely related to the com-
mon way of describing photochemical processes with the
motion of the center of a wave packet along the potential
energy surfaces [37].

The energy surface structural features and, ultimately, the
entire reaction path are computed by determining the molec-
ular wave function with state-of-the-art ab initio methods.
While in the past few decades ab initio quantum chemical
and (following their impressive development) density func-
tional methods have been widely and successfully applied
to the investigation of the reactivity of molecules in their
electronic ground state [38,39], the corresponding develop-
ment for excited states has been slower. One reason is the
larger complexity of an excited state wave function: the elec-
tronic ground state for most systems close to their equilibrium
geometry is well described by a single electronic configu-
ration, but this is not the case for the excited states. Here,
different electronic configurations have to be accounted for
since they are often close in energy and mix heavily, i.e. the
wave function is a linear combination of such configurations.
It is often difficult to decide a priori which configurations will
be important in a given situation. The multi-configurational
approach [40] avoids this decision by dividing the orbitals
into three sets: inactive, active, and secondary orbitals. While
the inactive (secondary) orbitals are doubly occupied (are
empty) for all the considered electronic configurations, the
remaining (na) orbitals are active and are chosen accord-
ing to the specific chemical problem we are interested in.
There are typically less than 2na electrons housed in the
active orbitals, therefore they can give rise to a number of
excited configurations. A linear combination of these origi-
nates the excited state wave function of interest. Indeed the
method is called complete active space self consistent field
(CASSCF) [40–42] since it computes all the configurations
within the given active space, optimizing the linear combi-
nation coefficients, together with the orbitals included in the
active and inactive space [40–42]. Although far from being a

black-box tool (i.e. skills, decision making and supervision
is needed), the extensive testing carried out over the years
has shown that the CASSCF method yields an efficient map-
ping of the topography of the reactive excited state potential
energy surfaces, permitting the analytical evaluation of gra-
dients and second derivatives. Furthermore it is available in
widely distributed software packages such as Gaussian [43]
and MOLCAS [44]. On the other hand, energies may still
not be accurate enough since it does not fully account for
the electron correlation energy. Therefore, in order to refine
the energetics by including electronic correlation, a multire-
ference-MP2 method (such as, for example, the CASPT2
[45,46] or multi-state CASPT2 [47] included in MOLCAS
(that takes the CASSCF wave function as the zeroth-order
wave function), or the quasidegenerate approach of Nakano
and Hirao [48] which may be more appropriate, as for the
similar multi-state CASPT2 approach, near an intersection
or avoided crossing) can be employed. A combined CAS-
PT2//CASSCF methodology has been extensively used by
us since it was proven to reproduce data with experimental
accuracy (i.e. errors within 3 kcal mol−1) [8,49]. Below we
will focus on the results of this approach (for the systems
documented here, a 6–31G* basis set has always been used
since it produces reliable results), although it is not the only
one available for excited state reactivity studies. In principle,
every method that allows for a correct evaluation of the ex-
cited states energy, gradient and Hessian with respect to the
geometrical coordinate of the reactant may be used for this
purpose.

Another serious point we need to face is that a photo-
chemical process (where the reactant typically resides on an
excited state PES and the products accumulate on the ground
state) is expected to have two branches: one located on the
excited state and the other located on the ground state po-
tential energy surface. The main difficulty associated with
such a computation lies in the correct definition and practical
computation of the funnel where the excited state reactant or
intermediate is delivered to the ground state. Thus, during
the last decade, computational chemists have been able to
develop novel tools and strategies to solve this fundamen-
tal problem [40,49–56]. In particular, a systematic computa-
tional investigation of a wide range of photochemical organic
reactions has led to novel concepts (e.g. conical intersec-
tion (CI) funnels, photochemical and quenching paths, path
branching and selectivity) that allow the definition of the pho-
tochemical reaction mechanism in a rigorous way and with
a language familiar to chemists. The goal is the complete
description of what happens at the molecular level from en-
ergy absorption to product formation (i.e. the full description
of the reaction path) and here we will review the theoretical
tools (partly developed by our group), which permit this thor-
ough description to be achieved (see Sect. 3).

Applications to the photoinduced isomerizations in non-
polar and highly polar polyenes (e.g. the cis–trans photo-
isomerizations in conjugated olefines and protonated Schiff
bases – PSB – of polyenals, and the photoinduced processes
involving conjugated cyclic hydrocarbons which are relevant,
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for instance, to photochromism) will be discussed in Sects. 4–7.
These chromophores have extended conjugated π-systems
and may be characterized by ultrafast and efficient isomer-
izations taking place upon photoexcitation. These systems
are relevant in photobiology (e.g. carotene and previtamin-D
photochemistry, while the PSB of retinal is the chromophore
of an important family of photoreceptors, i.e. the rhodopsin
proteins) and can be potentially employed in nanotechnol-
ogy for the design and construction of molecular devices
such as random access memories, photon counters, picosec-
ond photo detectors, neural-type logic gates, optical comput-
ing, light-switchable receptors and sensors, light addressable
memories, molecular switchers and molecular motors just
to mention a few [2,57,58]. In addition, recent advances in
the understanding of environment effects will be reviewed in
Sect. 6 where external charges will be shown to affect and
tune PSB photochemical reactivity. Finally, our recent steps
toward a computational photobiology will be documented
by presenting a recently developed QM(CASPT2//CASSCF)
/MM(Amber) hybrid force field (Sect. 3) that allows molec-
ular systems of biological size (e.g. photoreceptors) to be
investigated at an unprecedented level of accuracy. Recent
applications to rhodopsin proteins will be presented (Sect.
8), and the new frontiers, challenges and perspectives for an
accurate ab initio computational investigation of photochem-
ical processes in sizable systems of biological and supramo-
lecular relevance will be discussed.

2 Conical intersections in photoinduced processes

The classic text-book view of photochemical reactions is
mainly due to the 1969 computational work of Van der Lugt
and Oosteroff [59]. These authors proposed the decay of an
excited species taking place at an excited state energy mini-
mum corresponding to an avoided crossing of the excited and
ground state potential energy surfaces (Scheme 1a). In poly-
atomic molecules, the crossing of PES is not avoided every-
where. The intersection space of two n-dimensional PES of
the same multiplicity is (n−2)-dimensional and the crossings
have the shape of a double cone (hereafter named as conical
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Scheme 1 Radiationless decay mechanisms (from [63])

intersection) if plotted versus the two remaining coordinates
of the “branching space” (see e.g. [54]). Zimmerman [60],
Teller [61] and Michl [62] were the first to suggest, indepen-
dently, that certain photoproducts may originate by decay
of the excited state species through a CI of the excited and
ground state potential energy surfaces (Scheme 1b).

Although this has long been known and the commonality
of CIs has already been appreciated (on the basis of purely
theoretical considerations) by a restricted audience of theo-
retical chemists (see [64] for a review), it was only recently
found after the development of efficient localization algo-
rithms [65], that such CIs are ubiquitous in photochemistry
(see e.g. [49,54]). Nearly two decades of systematic com-
putational studies have shown that low-lying CIs represent a
general mechanistic entity in photochemistry, playing a cen-
tral role in this field in analogy with transition states for ther-
mal reactions [8,49,56]. Consequently, an excited state has a
high probability of entering a region where the excited state
crosses the ground state. Such crossings provide a very effi-
cient funnel for radiationless deactivation (i.e. internal con-
version), which may occur in a single molecular vibration
(i.e. in a subpicosecond timescale) and, in turn, prompt photo-
products formation. In fact, the upper cone acts as a collec-
tion funnel, whereas on the lower cone the reaction path can
branch toward the product(s) and reactant, so that the quan-
tum yield will largely be formed there. These results imply
that when two or more surfaces are considered in the explo-
ration of a photo-process, some reaction path features are
expected. In summary one expects:

– the existence of an accessible funnel corresponding to a
CI connecting the excited to the ground state branches of
the reaction path;

– the overall excited state motion is guided by the MEP (i.e.
a steepest descent path) and therefore by local structural
features of the potential energy surfaces;

– the branching of the reaction path at the position corre-
sponding to the CI, leading to the final photoproducts or
back to the original reactant via two or more ground state
relaxation paths.

Radiationless decay at a CI implies: (a) a 100% effi-
cient internal conversion (i.e. the Landau–Zener [52,54] de-
cay probability will be unity) that makes the intersection a
structural bottleneck for the reaction (as recently shown by
Jasper and Truhlar [11] and Jasper et al. [14] this may be
seen as an oversimplification since real trajectories explore
wide regions around the crossing seam but essentially never
go through this seam and one often needs to consider a much
wider region of the surface than just a point of crossing: the
reader is alerted to this cautionary view), (b) a slow decay
rate (e.g. the competition with fluorescence) may reflect the
presence of some excited state energy barrier which separates
the excited state intermediate M* from the intersection struc-
ture CI (Fig. 1) and (c) in the case where the decay leads to a
chemical reaction, the molecular structure at the intersection
must be related to the structure of the observed photoprod-
ucts (P), as in thermal reactions the structure of the transition
state is related to that of the products.
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Fig. 1 Schematic reaction path for a barrier controlled “opening” of a
fast radiationless decay channel (from [63])

Points (a)–(c) presented above provide the theoretical
basis for the modeling of photochemical reactions or, in other
words, for computational photochemistry. The molecular mo-
tion is assumed to be controlled by the structure of the rele-
vant excited and ground state potential energy surfaces. Thus,
information on the excited state lifetime and on the type of
photoproducts generated is obtained by computing and ana-
lyzing the reaction coordinates and energies (i.e. the reac-
tion path) connecting the Franck-Condon point, to the excited
state intermediate M* (if existing) and to the ground state.
In conclusion, the strategy used is based on the mapping of
the photochemical reaction path computed by following the
MEP from the starting (e.g. Franck-Condon structure FC) to
the final (e.g. ground state photoproducts P′ and P′′) points
through, for example, a CI.

We must emphasize that the MEP procedure has the big
advantage not to constrain the molecule to any specific spa-
tial symmetry or internal coordinate (i.e. fully unconstrained
optimizations are performed): the system is fully free to relax
on the PES of the photochemically relevant states, naturally
finding its way out to the deactivation funnel (i.e. the CI)
and the final photoproducts. This provides a more accurate
insight into the photochemical process than other more stan-
dard and classical techniques do such as, for example, sur-
face-scanning and surface-cross section methods. One limit
of these two approaches is that the PES is mapped along a
pre-defined reaction coordinate. Thus, so doing, the CI funnel
can be missed and an avoided crossing misleadingly found in
its place: this was the case for the Van der Lugt and Oosteroff
[59] radiationless decay model (see Scheme 2).

3 Computational tools

Standard methods for molecular structure optimization of sta-
tionary points as well as for computing MEP (e.g. the intrinsic
reaction coordinate (IRC) method) [66] are employed for the
mapping of both the ground and the excited states. However,
description of the crossing region requires special methods as
two potential energy surfaces become degenerate and the gra-
dient and Hessian cannot be unambiguously computed. These

R P

CI

Scheme 2 (From [8])

tools are currently available in standard software packages
such as Gaussian 03 [43] and will not be presented here since
they have recently been discussed in previous reviews [67,
68]. In contrast, below we will focus on the branching of the
photochemical reaction path occurring upon decay from a
higher to a lower laying state. The inter-state nature of such
paths requires special methodologies to locate the energy val-
leys describing the relaxation process (e.g. the ground state
relaxation following decay at the crossing). Methods for com-
puting relaxation paths starting from a crossing point (or,
more generally, from non-stationary points) are still matter
of research and to our knowledge are not yet distributed.

3.1 Locating relaxation paths from a conical intersection

As mentioned above, an accessible CI forms a structural bot-
tleneck that separates the excited state branch of a photo-
chemical reaction path from one or more ground state
branches connecting the excited state reactant to one or more
ground state products (Fig. 2). The number and nature of
the products generated following decay at a surface cross-
ing will depend on the population of such branches, each
one corresponding to a different relaxation path. We have
recently implemented a gradient-driven algorithm [69,70] to
locate and characterize all the accessible branches via the cal-
culation of the initial relaxation directions (IRD) departing
from a single conical intersection point. The MEP starting
along these relaxation directions correspond to the possible
relaxation paths which, in turn, locate the ground state val-
leys developing from the intersection region and compris-
ing the energy minima of the corresponding photoproducts.
Thus, by connecting the excited state and ground state paths
a full description of the photochemical process from energy
absorption to photoproduct formation may be accomplished.
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Fig. 2 Photochemical relaxation path branching, leading (via conical
intersection (CI) decay) to three different final structures: two photo-
products P′ and P′′ and the starting reactant R

The procedure adopted to carry out these IRD and MEP
computations is reported in [65,70] and is summarized here.
Briefly, an IRD corresponds to a local steepest descent direc-
tion, in mass-weighted co-ordinates, from a given starting
point. The IRD is calculated by locating the energy minimum
on a hyperspherical (i.e. n−1 dimensional) cross-section of
the n dimensional PES (n is the number of vibrational de-
grees of freedom of the molecule) centered on the starting
point (the CI in this case). The radius of this hypersphere is
usually chosen to be small (typically 0.25–0.5 au in mass-
weighted co-ordinates) in order to locate the steepest direc-
tion in the vicinity of the starting point (which corresponds to
the hypersphere center). The IRD is then defined as the vector
joining the starting point to the energy minimum (an hyper-
minimum). Once the hyperminima have been determined, the
associated MEP (emerging from these points) is computed
as the steepest descent line in mass-weighted co-ordinates
(au = amu1/2a0) using the IRD vector to define the ini-
tial direction to follow. The standard IRC method [66] can
be used for that purpose. As a consequence, the approach
outlined above provides a systematic way to find the MEP
connecting the vertex of the cone to the various ground state
photoproduct wells.

Although this methodology has been presented for the
case of ground state reaction paths departing from a conical
intersection, it may also be used to locate paths beginning
from a different non-stationary point, such as the FC point,
for example. In conclusion, a two-step strategy for the com-
putation of the full photochemical reaction path is requested.
Within the first step, keeping to the MEP from the FC region,
key structures like minima and CI can be located. In the sec-
ond step, the MEP describing the S0 relaxation process from
the CI (determined in the first step) are calculated with the
strategy outlined above and the paths leading to the various
photoproducts determined.

3.2 Moving towards photobiology: a hybrid quantum
mechanics (QM)/molecular mechanics (MM) approach to
photochemistry

The influence of the environment (e.g. solvent and the protein
cavity) on the mechanism of these photoinduced reactions
could be quite strong if not dramatic, but it is still largely mis-
understood. In addition, understanding these effects is man-
datory for applications in molecular technology where the
chromophores do not behave as isolated entities in gas-phase,
but are reacting in a suitable environment and are connected
to other molecular systems surrounding (and affecting!) them.
For example, protein-bound and free-solution retinal PSB
show different photophysical and photochemical features.
More specifically, the protein environment (e.g. rhodopsin
(Rh) and bacteriorhodopsin (bR)) modifies the chromophore
spectroscopic properties and, most important, accelerates the
reaction ratio and controls its stereochemistry.

In order to rationalize these “catalytic” effects, a detailed
mechanistic study of the photoinduced process in protein has
to be done. Given the extension of the system, it is impos-
sible to describe the whole protein and the chromophore at
the high ab initio level required to catch the fine details of
the reaction mechanism. A good compromise between accu-
racy and computational cost is to develop a hybrid quantum
mechanics/molecular mechanics (QM/MM) method, which
describes the reactive molecule (e.g. the retinal chromophore)
at a suitable QM level, while the rest of the environment (e.g.
the solvent and/or the protein cavity) is described via a classic
MM force field (for general references on QM/MM methods
in the treatment of adiabatic reactions see [71–73]). Thus, we
describe quantum mechanically the electronically important
region of the system (i.e. the part which undergoes the chem-
ical reaction), while the environment effects are described
using a less expensive molecular mechanics method. Sev-
eral approaches have been developed, since many different
QM and MM methods can be coupled in following various
schemes, and the link between the QM and MM regions can
be the subject of different types of approximations. As a ba-
sis for our QM/MM parameterization, we choose the Amber
force field for the MM part and the CASSCF for the QM
part. CASSCF has been chosen because one is interested in
describing as accurately as possible the molecular evolution
of the chromophore on the photochemically relevant excited
states, and a CASPT2//CASSCF computational strategy has
been shown to do that (as discussed in the sections above).

The QM/MM force field is characterized by a special
Hamiltonian, which is the sum of three terms:

Ĥ = ĤQM + ĤMM + ĤQM/MM

On the right hand side, ĤQM is the usual Hamiltonian of the
QM part as if it were in vacuo, ĤMM is actually the classi-
cal energy of the very MM part only and ĤQM/MM takes into
account all the interactions between the QM and MM subsys-
tems. Given n electrons and N nuclei interacting with Q point
charges, this last term can be split into several contributions:
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Scheme 3
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Briefly, the MM and QM segments interact in the follow-
ing way: (a) the QM electrons and the full set of MM point
charges (which are described by the original atom-centered
restrained electrostatic potential (RESP) [74] point charges
in the Amber force field) interact via the one-electron oper-
ator (i.e. the first term of the equation above, which ensures
that the QM wave function is polarized by all the surrounding
point charges), (b) the electrostatic interactions between the
QM nuclei and the full set of MM point charges are com-
puted by the second term of the QM/MM Hamiltonian, (c)
QM and MM atom pairs separated by at least three bonds
interact via either standard or reparameterized van der Waals
potential and (d) stretchings, bendings and torsions at the
QM/MM frontier are described by the standard MM poten-
tial (we choose to take into account all classical interactions
involving at least one MM atom). Please note that while in
Amber, electrostatic and van der Waals interactions are com-
puted when two atoms are separated by at least three bonds,
our QM subsystem feels all the MM point charges.

Since this method computes the electrostatic interactions
between atoms by making use of the atom-centered RESP
charges, we validated this QM/MM approach by reproduc-
ing the results obtained at a fully QM base for model sys-
tems. In particular, since we are interested in Rhodopsin
photoreceptors, this validation has been performed on an

ionic pair similar to that found for the retinal PSB chro-
mophore and its counter ion in Rhodopsins. Furthermore, to
achieve the best accuracy and minimize the atom-link approx-
imation effects, the method is based on a carefully reparam-
eterized hydrogen link-atom scheme, which is described in
detail in [75]. This makes the designed QM/MM force field
to be strongly problem dependent but highly accurate. Fi-
nally, the CAS calculations are based on an active space that
comprises the full π-system of the chromophore.

4 Nonpolar versus polar conjugated systems

The singlet manifold for the relaxed structures of linear non-
polar conjugated olefins (Scheme 3a) and the isoelectronic
highly polar PSB of the corresponding polyenal (Scheme 1b)
is shown in Scheme 3 (the all-trans hexatriene and pentadi-
eniminium cation are used as an example). As we already
know both from the experiments [76] and the computations
[8,54,69,77–83], the lowest relaxed singlet excited state (S1)
in conjugated nonpolar olefins is the dark (i.e. the S0 → S1
transition is symmetry-forbidden) two-electron excited (π*2)
2Ag state which is covalent (it has a diradical – dot–dot –
nature) as is also the ground state (1Ag), while the bright (i.e.
spectroscopic) one-electron excited (ππ*) 1Bu state is ionic
(it is dominated by two dipolar – hole-pair – mesomeric struc-
tures) and is higher (S2) in energy. Therefore, low-lying two-
electron excited (2Ag) states play a central role in the singlet
photochemistry of nonpolar polyenes because molecules tend
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to pass through them before reaching the ground state surface
[54]. That is, these S1 surfaces collect the population from
the initially excited (S2) states (S2 → S1 relaxation is very
efficient and occurs in an ultrashort time (50–200 fs)) [84],
driving the photochemistry of the system and controlling the
outlets of the process.

The NH+
2 group is a stronger electron-withdrawing group

than CH2. Hence, introduction of this charged group at one
end of a polyene, such as in retinal PSB or similar mole-
cules, will stabilize the charge transfer ππ* state (while de-
stabilizing the π*2 state), since nitrogen can accommodate
much better than carbon the electronic lone pair. If this ef-
fect is big enough, the order of the two relaxed low energy
singlet excited states will swap. Calculations show that this
is in fact the case for PSB in isolated conditions: in such
molecules [85–87], in contrast to polyenes [54], the ionic
charge-transfer 1Bu-like singly excited (ππ*) state gets be-
low the diradical-type 2Ag-like two-electron excited (π*2)
state. One can therefore expect a difference in the photo-
chemistry of highly polar double-bond systems compared
to nonpolar ones, since the relaxed photochemically rele-
vant excited states S1 has changed in nature. For example,
since S0 and S1 in neutral polyenes are both covalent states
that belong to the same symmetry (Ag), mixing and interac-
tion between these states is allowed in general, and all bonds
have a certain π-bonding character also in the relaxed 2Ag
state (i.e. the ‘diradical-type’ S1 minimum), due to a partial
contribution of the valence-bond closed shell configuration
[88]. That is, conjugated polyenes have a well defined planar
minimum in their first excited state, as has been established
spectroscopically [76] and computationally [54,77–79]. On
the other hand, S1 in PSB corresponds to a charge-transfer
one-electron excited state that is 1Bu-like (i.e. it would have
this symmetry if N+ and C would not be distinguished). This
excited state, which is the lowest one as mentioned, will there-
fore interact only very little with the ground (2Ag-like) state
and will hence have its relaxed planar structure (not necessar-
ily a minimum any more) at the geometry expected for just
this mesomeric structure. Hence from this state, one-bond flip
(OBF) around a former double bond (that now has become
a single-bond) will be much easier than in a nonpolar poly-
ene (where, according to the computations, significant energy
barriers are involved [79,89]). This difference is in fact con-
firmed by our detailed computational investigations [85–87],
that show substantially barrierless paths for the OBF photo-
isomerization of the internal double bonds in isolated PSB.

Another interesting difference concerns the form of the
low lying conical intersections, which provide the outlets of
the excited state paths, and largely control the QYs (branch-
ing ratios) and the product manifold of the photochemical
process. As mentioned above, the OBF photoisomerization
process involving the internal double bonds is barrierless
in isolated PSB. These bonds become C–C single bonds in
this state (as seen above), but are C=C double bonds in the
ground state. Therefore, while S1 is stabilized upon rotation,
the ground state S0 is destabilized concurrently and the two
surfaces may intersect. These crossings have indeed been

found [85–87] and have the form of a twisted intramolecular
charge transfer (TICT) state (see Scheme 3b). Such CI can al-
ready be predicted by the “two-electron two-orbital model”
of Michl and Bonacic-Koutecky: according to this theory,
the geometry of the two nearly perpendicularly twisted al-
lyl-like fragments can be adjusted to make the ionization
potential of the CH2CHCH- SOMO and the electron affinity
of the –CHCHNH2+ SOMO to become equal. This makes
the charge transfer (hole-pair) S1 and the covalent (diradi-
cal dot–dot) S0 states to become degenerate since their en-
ergy separation is given by the difference between these two
quantities. This interpretation has been strongly supported
by our computations. In neutral polyenes, on the other hand,
the intersecting S1 and S0 states are both covalent and the
resulting CI have a typical polyradicaloid (i.e. tetraradical)
character which gives rise to completely different geometri-
cal features as, for example, the kink [77,90], i.e. an out of
plane triangular structure that has been found in linear and
cyclic neutral polyenes and has been interpreted as a three-
electron/three-center bond (see Scheme 3a) that can gives rise
to degeneracy of the two electronic states. The recoupling
patterns between the uncoupled electrons of these polyradic-
aloid CI will characterize ground state relaxation channels
and drive photoproducts formation.

5 Prototype conical intersections in nonpolar
conjugated hydrocarbons

In our past works we have provided evidence that low en-
ergy covalent(S1)/covalent(S0) conical intersections in non-
polar polyenes may exist according to three different geo-
metric and electronic arrangements, corresponding to differ-
ent tetraradical-type interaction patterns such as thetrahedral
(Scheme 4a), rhomboid (Scheme 4b) and triangular (Scheme
4c). In the past [91] the same patterns and conical inter-
sections have been documented in an elementary system
such as the H4 clusters. The low-energy conical intersec-
tion driving cyclooctatetraene photochemistry represents an
example of a tetrahedral interaction scheme (see Scheme 4a)
[92,93]. The four unpaired electrons of the low-energy con-
ical intersections found in 2,3-di-tert-butyl-buta-1,3-diene
[81] and in the ethylene–ethylene cycloaddition [70] interact
according to a rhomboid pattern (see Scheme 4b), while ben-
zene, cyclohexadiene and linear conjugated chains in general
have triangular-type low-energy conical intersections (see
Scheme 4c) [69,77,79,89,94]. As clearly shown in Scheme
4, each prototype conical intersection has its specific recou-
pling scheme on the ground state. Thus, a rhomboid pattern
may prompt the simultaneous formation of two new σ -bonds
(leading to bicyclobutane via a one-step concerted mecha-
nism) [81]. On the other hand, –(CH)3– kinked intersections
may prompt both cis→ trans photoisomerizations and 1–3
σ -bond formation (leading, for example, to cyclopropana-
tion reactions), as seen in benzene, cyclohexadiene, linear
polyenes [69,77,79,89,94]. Finally, tetrahedral interaction
may promote transanular bond formation such as the C1–C5
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photoinduced bond formation in cyclo-octatetraene, leading
to semibulvalene.

A major task in our study is to understand and rationalize
the factors playing a role in the selection and stability of low-
energy conical intersections. As discussed above, each struc-
ture controls the outcome of a photochemical process. Thus,
the knowledge of a simple predictive model could provide
a valuable guideline for designing selective photochemical
processes leading to complex molecular architectures (e.g.
polycyclic carbon backbones) through irradiation of simple
conjugated hydrocarbons [95]. Examples of these processes
are the production of bicyclobutanes from butadienes [96],
tetrahedranes from cyclobutadienes [97], benzvalenes from
benzenes [98] and semibullvalenes from cyclo-octatetraenes
[99–101]. A simple question may help us to catch the issue:
why do cyclic systems such as benzene (an aromatic hydro-
carbon) and cyclohexadiene (and in general linear conjugated
hydrocarbons) decay through a low-energy –(CH)3– kink
conical intersection, while in cyclooctatetraene the favored
reactive funnel corresponds to a different prototype (i.e.
tetrahedral, see Scheme 4) crossing?

An answer may be found for conjugated cyclic systems
via a systematic analysis of all the possible low-energy
covalent valence-bond (VB) configurations, which come by
arranging the four unpaired electrons of a conical intersection

in the π-system [93]. While for benzene (as well as cyclohex-
adiene) the lower-energy arrangement may only involve one
delocalized allyl radical and three adjacent unpaired elec-
trons (i.e. the triangular kink, see Scheme 4c and 5a), in
cyclo-octatetraene, due to its larger size, a new and more
stable tetraradical-type configuration is possible. This con-
figuration corresponds to the electronic structure found in
CIb, and accommodates a tetrahedral interaction pattern (see
Scheme 4a). Here, we have only two unpaired single-cen-
tered (C1, C5) electrons, plus two delocalized allyl radicals
(see Scheme 5b). Obviously, this configuration is electron-
ically more favored than the kinked (triangular) one (CIb),
where three unpaired electrons are localized on adjacent car-
bon centers (C1, C2, C3) and only one delocalized radical
exists. Thus, in conclusion, it appears that the existence of
different covalent configurations depends on the extension
and flexibility of the system and, in turn, on the energy of the
orbitals which accommodate the electrons.

By further extending the length of the ring (e.g. to cyclo-
decapentaene), we could end up with an even more stable tet-
raradical-type configuration for a conical intersection. This
involves, according to our model, a four-centered interac-
tion pattern with three singly occupied allyl orbitals and only
one singly occupied carbon-centered π-orbital (see Scheme
5c). A second, less stable configuration involves only two
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delocalized (an allyl and a pentadienyl) radicals and may
generate a higher energy conical intersection structure. Fi-
nally, a third unstable configuration (with only one delocal-
ized heptatrienyl radical) matches a triangular pattern, and
therefore corresponds to the most unstable –(CH)3– kink
crossing point. Provided these electronic effects are the only
interactions involved (e.g. steric interactions are ca. equiva-
lent for the different conical intersections), we should end up
with the energetic order shown in Scheme 5c. On the other
hand, unsubstituted linear conjugated systems (e.g. all-trans
polyenes) can reach (from their side of the potential) only
triangular type conical intersections (i.e. the –(CH)3– kinked
crossing). For the other interaction patterns to occur, major
conformational changes and flexibility are necessary.

Although qualitative, this picture seems to fit experimen-
tal and computational evidence, and could be of predictive
value in the photochemistry of conjugated hydrocarbons.
Moreover, this model may help us both to design and control
ad- hoc photoinduced processes: via tuning the conditions
which affect the stability of VB configurations (and there-
fore the related conical intersection structures) it could be
possible, in principle, to select among different photoprod-
ucts patterns.

Accurate investigation of larger terms (such as cyclo-
decapentaene and longer polyene chains), complemented by
exploration and characterization of the S1/S0 intersection
space (i.e. the n − 2 dimensional degenerate space), may
shed new light on this fascinating area.

6 Conical intersections in psb

6.1 Isolated chromophores

The biological activity of rhodopsin proteins [102–107] is
triggered by the ultrafast (200 fs in Rh) light-induced cis–
trans isomerization of the retinal PSB chromophore, which
induces a conformational change in the photoreceptor [102,
106]. Recently, we have reported the results of a series of
ab initio multiconfigurational second-order perturbation the-
ory computations for PSB models of different chain length
in isolated conditions (i.e. in vacuo). These include, among
the others, the minimal PSB model 2-cis-penta-2,4-dieni-
minium cation 1 [85], the all-trans-epta-2,4,6-trieniminium
cation 2 [80], and the 11-cis (PSB11) and all-trans (PSBT)
retinal chromophore models 4-cis-γ -methylnona-2,4,6,8-tet-
raeniminium 3 and all-trans-nona-2,4,6,8-tetraeniminium 4
cations, respectively [86,87,108]. As reported in [87], photo-
isomerization path computations on models 1, 2, 3 and 4 have
provided a unified and unambiguous (although qualitative)
view of the intrinsic (i.e. absence of environmental effects)
photochemical reactivity of PSBs. Despite the different length
of the conjugated chain (which quantitatively affects the spec-
troscopy and the energetic of the system) and the lack of the
retinal β-ionone ring (which could play a role in the steric fac-
tors involved in constrained environments), it has been dem-
onstrated that, in all cases, the photochemically relevant state
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Fig. 3 a Schematic illustration of the two-mode structure of the S1 (1Bu-like) energy surface along the excited state isomerization path for
model 3. b the corresponding computed MEP (scaled to match PT2 energy values), see [87]. The grey frame refers to the surface reported in
part (a). The bar diagrams give the S0, S1 and S2 (CAS-SCF 6–31G*) Mulliken charges for the H2C=CH–CH=CH–CH (left diagrams) and
CH–CH=CH–CH=NH2 (right diagrams) moieties. The stream of arrows on the S1 surface represents the two-mode reaction co-ordinate starting
at the Franck-Condon point (FC3). Point SP3 corresponds to a flat planar stationary point on S1 (i.e. a metastable species), where the torsional
deformation leading to the degenerate S1 → S0 decay funnel CI3 begins. Geometrical parameters are in Å and degrees [118]

(driving the photochemistry of the system) is the spectro-
scopic charge-transfer state S1 (that corresponds to the 1Bu-
like – hole-pair – spectroscopic state of polyenes). Moreover,
the S1 reaction co-ordinate along the computed barrierless
photoisomerization path is curved, being sequentially domi-
nated by two different perpendicular modes (see Fig. 3a for
a schematic view of the shape of the S1 potential energy sur-
face of 3). The first mode is totally symmetric (preserving the

planarity of the system) and drives the initial (<50 fs) dynam-
ics [109] out of the Franck-Condon point (FC) through a
concerted double-bond expantion and single-bond compres-
sion process involving C–C bond order inversion. The second
mode is asymmetric and is dominated by the cis–trans isom-
erization mode that ultimately leads to a CI featuring a 90◦
twisted central double bond (see Fig. 3b). The CI features a
charge-transfer electronic structure corresponding to a TICT
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state [85,87,90] where, substantially, a “net” electron has
been transferred from the “C” to the “N” end of the skele-
ton and, consequently the positive charged has moved from
“N” to “C”. These data provide a rationale for the ultrafast
radiationless decay observed in retinal chromophores.

Computed absorption and fluorescence maxima, changes
in dipole moments and simulated resonance Raman spectra

for model 3 [86,87,110,111] are consistent with the cor-
responding experimental quantities, providing a validation
of the quality of the investigated models [112]: notice that
the computed two-mode reaction coordinate of the S1
relaxation path of retinal chromophores has now been val-
idated experimentally [109,113–117] both in proteins and
solvents.
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Scheme 6 Singlet manifold and charge distribution (from [118])

6.2 Counterion effects

Among others, the intermolecular interaction of the chro-
mophore cation with its counterion (a carboxylate anion in
proteins) must play a crucial role in determining the environ-
ment effects. In fact, as mentioned above, the photochemi-
cally relevant S1 state is a “hole-pair” charge transfer state
[85–87,90]. Thus its relative energy and stability with respect
to the “dot–dot” S2 and S0 covalent states must depend on the
position of the counterion relative to the chromophore back-
bone. Pioneering studies and first qualitative models of coun-
terion effects on retinal PSB photochemistry are due to Weiss
and Warshel [119], Sheves et al. [120,121], Nakanishi and
coworkers [122–124], Honig et al. [125], Birge and Hubbard
[126], Michl and Bonacic-Koutecky [55,127]. Anyway, the
lack of accurate ab initio computations and systematic inves-
tigations has lead us to probe counterion effects at the CAS-
PT2//CASSCF level for the positions/orientations defined by
models 1a, 1b, 1c and 2a, 2b, 2c, 2d [118]. Although the ener-
getics delivered by these shorter retinal models may be quite
different than for retinal itself, still we think we can have a
qualitatively correct picture for the effects of a countercharge
(an acetate placed at ca. 3 Å distance) on the photochemis-
try and spectral tuning of PSBs in general, as we previously
showed for PSBs in vacuo. We have shown that while these
results provide information on the factors responsible for
(a) the relative stability of the S0, S1, and S2 states; (b) the
selection of the photochemically relevant excited state; (c)
the excited state lifetime and reaction rate and (d) the control

of the photoisomerization stereospecificity, a predictive and
simple qualitative (electrostatic) model readily rationalizes
the computational results providing an explanation for differ-
ent aspects of the observed “environment” effect [118].

A qualitative electrostatic model. In Scheme 6 we report
the structure of the singlet manifold along the computed S1
reaction path for a PSB (here the penta-2,4-dieniminium cat-
ion has been used as a model) [85–87]. In the same scheme
we also provide information on the electronic nature of the
singlet (S0, S1, S2) states. Accordingly, horizontal smoothed
colored bars (representing the PSB skeleton) illustrate the
positive charge distribution as a function of the color inten-
sity. Note that the initial steepness of the singlet excited states
is higher for the covalent state S2 (see also Fig. 3b) [84,128].

If one places a counterion close to the chromophore, its
electrostatic field will stabilize the singlet (S0, S1, S2) states
depending on the distance between the negative (counterion)
and the positive (chromophore) charge centers. On the other
hand the position of the positive charge along the PSB back-
bone depends on the nature of the electronic state (e.g. it is
closer to the nitrogen-head (N-head) for covalent states and
to the carbon-tail (C-tail) for the charge-transfer state). Thus,
opposite counterion effects are expected for different states.
Indeed, three different limiting cases can be envisioned:

1. The counterion is placed in a Central position above the
chromophore backbone (1a, 2a, 2b). In this case the sta-
bilization effect must be almost independent from the
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Scheme 7 (From [118])

Scheme 8 (From [118])

singlet state nature (i.e. the distance between the negative
and positive charges is similar for covalent and charge-
transfer states). Therefore, the structure of the singlet
manifold is likely to remain substantially unchanged (see
Scheme 6);

2. The counterion is placed closer to the C-tail (1b, 2c).
In this position (see Scheme 7) the charge-transfer (S1)
state is stabilized (i.e. shorter couterion/positive-charge
distance) with respect to the (S0, S2) covalent states. This
leads to a change in the structure of the singlet manifold

where the S1–S0 energy gap decreases (i.e. an absorption
red shift) and the S2–S1 increases. Consequently (accord-
ing to the intensity of this effect and the slopes of the S1
and S0 surfaces) the S1/S0 crossing should occur earlier
along the S1 isomerization path;

3. The counterion is placed closer to the N-head (1c, 2d). In
this position the covalent states (S0, S2) is stabilized with
respect to the (S1) charge-transfer state (see Scheme 8).
This leads to a S1–S0 energy gap increase (i.e. absorp-
tion blue shift) and a S2–S1 decrease. While the S1/S0



100 M. Garavelli

Scheme 9 (From [118])

conical intersection is expected to occur later along S1
isomerization path, a S2/S1 crossing could be generated
in this case as found in neutral polyenes [8,54,69,76–84]
with a consequent change in the electronic structure of
S1 along the initial part of the path. Thus, while a di-
radical-type S1 minimum could exist, an avoided cross-
ing TS could emerge (due to a second S2/S1 crossing
between the bonding covalent and antibonding ionic sur-
faces) along the isomerization path (see Scheme 8), which
recovers the ionic (charge-transfer) nature of the S1 state.
CASPT2//CASSCF photoisomerization path computa-

tions performed on the ion-pair model systems above, dem-
onstrate that such behavior is indeed found, and the results
are consistent with that predicted by the simple electrostatic
model above.

Conical intersections versus twisted excited state interme-
diates. While the isomerization of the central double bonds

leads to a topographically peaked [8,49,129] S1/S0 conical
intersection in isolated conditions [80,85–87], the torsional
deformation of the two terminal double bonds CH2 = CH–
and –CH = NH+

2 leads to real S1 twisted minima (TM) [85]
However, while the CH2 = CH– minima is found to cor-
respond to a true TICT state (i.e. the electronic structure is
the same seen for the conical intersection), the –CH = NH+

2
minimum has a covalent electronic structure.

The effect of the position of the counterion on the S1–S0
energy gap at these twisted points can be easily predicted
using simple potential energy curve models for the ionic
charge-transfer (gray lines) and covalent (black lines) states
(see Scheme 9). In Scheme 9a we report, for an isolated PSB,
such model curves for the three cases (i–iii) defined above.
Similarly, in Scheme 9b and 9c we report the predicted coun-
terion effects for the N-head and C-tail positions, respec-
tively (again, the Central position should leave the curves
substantially unmodified, see Scheme 9a). The ionic curve
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Scheme 10 (From [118])

is stabilized for the C-tail while destabilized for the N-head
orientation, respectively. Accordingly, the S1/S0 crossing is
predicted to shift to higher (or to lower) energies leading to
a change in conical intersection topography from peaked to
sloped [8,49,129] (or from sloped to peaked). Most impor-
tantly, such change may lead to the emergence of a twisted
minimum (TM) replacing the peaked CI at the bottom of the
S1 energy surface. On the other hand, when the twisted dou-
ble-bond gets closer to the counterion (e.g. CH2 = CH– for
the C-tail and –CH = NH+

2 for the N-head positions) the
S1–S0 energy gap gets smaller and, when the magnitude of
the effect is large enough, a peaked CI should replace the TM
structure. This prediction has been validated by our compu-
tational results on the ion pairs.

7 A unified view for countercharge intermolecular
effects

7.1 Reaction rate and efficiency control

All the computational results collected for the investigated
ion-pairs show that the steepness along the computed photo-
isomerization MEP and the S1 −S0 energy gap in the twisted
region can be tuned and controlled by the counterion position
along the chain. Isolated systems (1 and 2) or Central models
(1a, 2a, and 2b) display the most favored conditions for ultra-
fast and efficient central double bond photoisomerizations,
namely: (a) steep and/or barrierless isomerization paths, and
(b) TICT conical intersection points of the peaked type for
internal C–C double-bond flip, funneling an ultrafast and
efficient radiationless decay that prompts a high photoiso-
merization QY. In fact, no thermal equilibration is expected,
nor at the initially relaxed planar point on S1, neither at

the degenerate TICT structures. On the other hand, as the
countercharge is moved backward to the C-tail (1b, 2c) or
forward to the N-head (1c, 2d) of the system, a slower and
less efficient photoisomerization process is expected because:
(a) the S1 PES steepness along the path decreases, (b) a bar-
rier can possibly emerge, and (c) peaked conical intersections
for internal C–C double-bond isomerizations are replaced
by twisted minima (with significant energy gap separation
between S1 and S0) at the bottom of the computed S1 MEP
(see Schemes 6–9). Barriers and thermal equilibration at
these minima would delay the process, decreasing radiation-
less decay rate, photoisomerization efficiency and QYs (see
Scheme 10).

In conclusion, our results show that the position of the
external countercharge can be used as a suitable tool to tune
photoisomerization rate and efficiency: only when the count-
ercharge is placed in a Central position, or its effects are
quenched (i.e. isolated systems), photoisomerization effi-
ciency is magnified and very favored ultrafast (i.e. barrier-
less) radiationless decay channels are opened. On the other
hand, electrostatic interaction with counterions at the N-head
or the C-tail would result (although for different reasons, see
Sect. 4) in slower and less efficient photoisomerizations and
radiationless decays.

7.2 Photoisomerization stereoselectivity control

Perhaps, one of the most remarkable computational results
is that countercharge position does provide a valuable tool
to select the double bond likely involved in the photoisomer-
ization process. Moving the counterion above the molecular
plane of the chromophore does effect competitive isomeriza-
tions for internal C–C double bonds (as seen in models 2a and
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Scheme 11 (From [118])

2b), opening or locking specific isomerization paths: a barri-
erless (i.e. efficient) photoisomerization leading to a TICT CI
point (i.e. an ultrafast radiationless decay funnel) occurs only
for the double-bond being closer to the anion (i.e. the double
bond right below it), while the other competitive path gets
locked, or at least becomes much less favored (i.e. a barrier
emerges along the path, and/or the peaked CI point disap-
pears being replaced by a twisted minimum, which leads to
thermal equilibrations), see Scheme 11.

An even more general result is that the peaked CI found
in the twisted region follows the counterion along the chain
of the chromophore, i.e. it involves the rotation of the double
bond closer to the anion (Scheme 9 provides a qualitative
explanation for that). This means that highly efficient radia-
tionless decay channels should only exist for photoisomeriza-
tions occurring in the vicinity of the countercharge. Anyway,
only for the Central positions (1a, 2a, and 2b) barrierless
paths exist (or at least the energy barrier gets negligible),
therefore opening channels for highly efficient and ultrafast
photoisomerizations.

8 Rhodopsin photoreceptors
at the CASPT2//CASSCF/AMBER QM/MM level

The computational results for PSB/counter ion pairs have
shown (see Sect. 7) that the influence of an external charge
can be quite big. Indeed, it is a well established experimen-
tal result that the environment affects different aspects of
the photoisomerization process such as the rate, selectivity,
efficiency, and quantum yields (QYs). For instance, in Rh
(bR) the excited state PSB11 (PSBT) lifetime (following a
mono-exponential decay) [130] is ca. 150 fs (200 fs) [131]
and its photoisomerization takes place in 200 fs (500 fs) [132,
133] leading to the unique all-trans PSBT (13-cis PSB13)
photoproduct with an high 67% (65%) QY [134]. This behav-
ior is different from that observed for the same chromophores
in solution (methanol or hexane) where, for instance, excited
state lifetime follows a bi-exponential decay [130,135] with
a dominant (almost 20 fold longer) 3 ps shorter component
[136] and there is a lack of stereospecificity and a decrease in
the photoisomerization efficiency (to a low 25% QY) [137,
138]. It is thus apparent that the protein is able to “catalyze”

(i.e. speed up and select) the photoisomerization with respect
to the solution environment.

To allow this investigation to be achieved, we have devel-
oped (see Sect. 3 and [75] for the details) and employed a
CASSCF/AMBER QM/MM force filed. This method, when
complemented with multi-reference CASPT2 computations
to account for correlation energy, allows sizable systems of
biological relevance (such as rhodopsin photoreceptors) to
be investigated at an unprecedented level of accuracy.

The results of the computational QM/MM investigation
of photoinduced isomerizations in Rh and bR have been
published very recently. The S1/S0 intersection space (IS) in-
side the protein has been mapped for both photoreceptors, and
an extended IS segment has been located right at the bottom
of the S1 surface spanning structures for the chromophore not
observed in vacuo. In particular, the analysis of these results
indicates that photochemical funnels mediating competing
Z/E photoisomerizations of the retinal chromophore, reside
in the same IS. While this question may appear to be of purely
theoretical interest, it is in fact not so since IS segments con-
necting low-lying chemically distinct CI may play a role in
the environmental or substituent control of the reaction selec-
tivity. The fact that there are low-lying IS segments featuring
regions controlling distinct chemical reactions, suggests that
the knowledge of the detailed topology and topography of the
n −2 dimensional IS is of importance for the comprehension
of substituent or catalytic effects or, more generally, of the
fine tuning of the photochemical reactivity. This knowledge
becomes crucial when we wants to control the photochemical
properties of the chromophore through a proper design of the
chromophore itself as well as of the chemical environment
surrounding it, as it occurs in supramolecular chemistry.

All the key structures involved in the primary event of the
ultrafast photoinduced isomerization of the retinal chromo-
phore in Rh (i.e. the FC point, the fluorescent structure on the
excited state S1, the twisted C=C central double bond S1/S0
decay funnel, the primary photoproduct) and their spectro-
scopic features have also been simulated via this QM/MM ap-
proach, and compared to the QM/MM computational results
for the same process in solvent [139]. Very remarkably, the
results nicely agree with the available experimental data in
the two environments, allowing this biologically relevant pro-
cess to be characterized at such an accurate and reliable level
for the first time.
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9 Conclusions and perspectives

Above we have shown how the computational description of
a photochemical organic reaction co-ordinate, from energy
absorption to photoproduct formation, has become techni-
cally feasible nowadays: Tools have been developed and a
protocol has been implemented, which allows a systematic
computational analysis of a photochemical process to be
achieved with an unprecedentedly detailed view. The con-
ceptual problems that need to be solved in order to apply
quantum chemistry to photochemical problems relate mainly
to the computation of the MEP and the characterization of
the CI funnels. As clearly shown in our works and pointed
out in recent reviews [7,8,37,49,56], CIs are far from being
an abstract feature of quantum chemistry, since they repre-
sent ubiquitous key mechanistic elements in photochemical
reactions. For example, it has been shown that the photo-
isomerization of retinal PSB involves a conical intersection.
This is intimately connected to the process of vision and,
therefore, to an everyday life photobiological event. We have
pointed out their experimental implications: the branching
of the reaction path occurring at such crossing points, as
well as the stereochemistry following from their structures
(photochemical reaction pathways getting through conical
intersections have a stereochemistry which is driven by their
electronic and structural properties).

The electronic factors playing a role in the stability and
selection of the low-energy conical intersections which drive
the photochemistry of nonpolar and highly polar (i.e. PSB)
conjugated hydrocarbons in isolated conditions (i.e. in vacuo)
have been analyzed and a unified and unambiguous view
has been provided of their intrinsic photochemical reactivity.
The effects of external charges have also been investigated
in order to have a first insight into environmental effects.
Both stereoselective and rate/efficiency effects on the pho-
toinduced processes have been detected and a rationale has
been presented in terms of simple electronic/electrostatic-
based models.

One of the tasks of such a detailed investigation is to pro-
vide chemists with a systematic bunch of information that
might be relevant in molecular technology giving a valu-
able guideline for the control of photoinduced processes and
for the design of artificial photo-switchable devices. In fact,
both the environment and the chromophore structure may
be exploited to tune the photochemical reactivity and effi-
ciency. For example, it has been shown how the position and
the distance of the countercharge in a PSB/counter ion pair
seem to be a valuable tool for tuning photoisomerization rate,
efficiency and stereoselectivity.

A major step towards reality has been very recently
achieved through the development and the use of a new hy-
brid QM/MM CASPT2//CASSCF/AMBER force field: this
allows organic chromophores in realistic conditions (e.g. sol-
vent, protein, etc.) to be investigated at an unprecedented level
of accuracy. We are just at the beginning of this fascinating
field of research. Expectations are very much intriguing in-
deed, dealing for the first time with the promise of a very

accurate description of the photochemical reactivity involv-
ing a complex organic system in realistic conditions, such
as chromophores embedded in modified protein cavities, or
artificial functionalized bio-mimetic environments, or sol-
vents or, finally, supramolecular structures. Still, more effi-
cient optimization strategies and mapping procedures have
to be foreseen and implemented for sizable systems, but
we expect big improvements and outstanding results in the
near future, concurrently with the development of these new
tools and new atom-link approaches allowing a more accu-
rate simulation of the QM–MM frontier, thus leading to more
reliable QM/MM methods. We have also seen how different
low-lying conical intersections featuring regions controlling
distinct chemical reactions exist for the same organic chro-
mophore. This suggests that the knowledge of the detailed
topology of the intersection space is of importance for the
comprehension of the photochemical reactivity in general,
including dynamics effects, and its environmental dependent
tuning. This strongly calls for efficient and rigorous tools
to explore systematically the intersection space (e.g. for the
optimization of transition structures and saddle points, be-
sides the simple optimization of minima, and for the compu-
tation of MEP inside this region). Regrettably, these methods
are not yet available, and we think that the formulation and
implementation of such tools will constitute a significant step
forward in the field of computational photochemistry.

In conclusion, we believe that all the aforementioned
embodies a prominent achievement towards a comprehen-
sive understanding of photochemical processes in organic
systems, furthermore providing a valuable instrument for
the prediction of photo-induced reactions and the design of
photo-driven molecular devices that is the final goal of every
photochemist. Furthermore, new areas of promising research
have been identified, which should be pursued and developed.
This will allow a deeper insight into photoinduced events for
sizable systems of biological/technological relevance to be
achieved to unprecedented accuracy and detail.
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